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1. Initial discussion on how to proceed
· Brief introduction by Dennis:
· Reviewed objectives of the workshop

· Identify issues and problem areas that beg for better analysis

· Identify analytical techniques that are appropriate to address those issues and problem areas

· Clarify how best to communicate analytic results where they matter

· Modified agenda

· One participant, Rick Welch, brought example slides as requested in the workshop description [slides attached]. He described his experiences with peer review effectiveness metrics. An interactive discussion ensued up to the workshop break.
· Round robin of the other workshop participants who identified their hot button issues and problem areas. These were followed by brief group discussions of possibly appropriate analytical methods for them.
· Dennis did brief reviews of a few more relatively uncommon methods in our field. In doing so, he did a quick review of another slide set that also includes SEI survey data on the incidence of use of various other analytical methods [slides attached}.
· Next steps
2. Rick Welch on successful applications and lessons learned  with peer review effectiveness metrics

· Their goal has been to increase effectiveness of code peer reviews
· Each defect found saves 50 hours if found after delivery
· Their measures include effort allocated to each phase and activity (e.g., 10% of earned value for peer reviews)
· Projects are typically large (agile methods have not been deemed appropriate)
· Languages have included Fortran, C, C++

· 3 levels of formality in peer reviews
· Measures used
· type (skill level) of reviewer
· effort to prepare
· defects per line
· lines per hour
· Analytical Methods

· Categories of skill levels based on cluster analysis
· “Analytical hierarchy model” for decomposing goals and objectives
· Log transforms applied to effort per LOC; use of geometric means and moving averages appropriate to data distributions, which are necessary for meaningful control charting

· Use of log normal distributions – which can provide clarity for managers

· Emphasis on examining the raw data distributions prior to doing any transformations.

· Moving average control charts used to recognize trends and threats to achieving objectives

· Emphasis on communicating results in a manner that is meaningful for management and decision making

· Underlying performance model results are segmented for presentation using control charts.

· 90% of time resolving data quality issues prior to analysis
· Using SEER/SEM for estimation
3. Round robin issues:

· DAU provides limited training in measurement

· Need to analyze effect of resource contention on performance

· Need to be able to capture information/skills/experience from staff

· Need justification of the cost to do measurement – how to build business cases
· Sources of modeling and other analytical experience can come from product designers, finance/controller (CFO) – not just process folks
· Dry-run peer reviews have been performed to hide defects and casting of blame, which apparently is common elsewhere. Such may be an opportunity for process improvement.
· Defects reports after delivery are hard to obtain; they need to be combined with development data.
· How should high maturity data be presented to PMO? What does the customer need to know? How can results be presented to avoid misinterpretation?
· It’s not always clear what knowledge skills are needed for measurement specialists, and there’s a reluctance to invest in training.
4. Dennis’ brief method review (with pointers elsewhere)
· Commonly used analytical techniques often require continuous data, but much software and system engineering data is discrete and decidedly not normally distributed.
· Discrete methods (descriptive and inferential) exist, e.g., logistic regression and its log linear variants.
· Root cause and hypothesis testing
· What do you do in the absence of good data?

· Expert judgment

· Data archeology

· Collapse categories to reduce noise and cope with small Ns
· Monte Carlo and discrete event simulation
· Design of Experiments (for structuring parsimonious predictive model as well as for piloting prior to fuller deployment)
· Reliability growth models
· Implementation Issues: Facilitating Adoption & Institutionalization
5. Related issues raised
· How to recognize the need for a data transformation?
· Need for exploratory data analysis
· Limited opportunities for experimentation (for management reasons as well as methodological)
· Could Bayesian control charts be useful? To set initial conditions?
· CMMI requirements for process performance models remain unclear for many. e.g., can tuning a parametric cost/schedule estimation model be considered a CMMI process performance model?

· Tying customer award fees to quantitative outcomes stimulates interest in measurement

· Not enough emphasis on understanding data early in the analysis process

· Statistical significance often is over emphasized, and some software measurement practitioners confuse descriptive and inferential statistics. With enough data, lots of trivial things are statistically significant ... but far from substantively meaningful or useful.
6. Next steps

· Encourage more presentations with analytical results for PSM conferences
· A PSM white paper(s) in this lifetime

· Consider a workshop at next year’s PSM conference where 3 or so participants present their methods and results in sufficient detail to learn from each other, but also invite individuals just getting started to come for Q and A.
